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Neural ODEs [1] are ordinary differential equations whose vector field is a neural network.
As all neural networks, neural ODEs are vulnerable to adversarial attacks, i.e. imperceptible

perturbations, added to the inputs of a neural network, designed in such a way that the output
is affected by large perturbations. For this it is important to make neural ODEs contractive
(see e.g [2]). In this talk we propose a novel methodology to solve a key eigenvalue optimization
problem which arises in the contractivity analysis of neural ODEs. More specifically we look at
contractivity properties of a one layer weight-tied neural ODE

ẋ(t) = σ(Ax(t) + b), t ∈ [0, T ], (1)

where x : [0, T ] → Rn is the feature vector evolution function, A ∈ Rn,n and b ∈ Rn are the
parameters, and σ : R → R is the activation function, assumed to be smooth and such that
σ′(R) ⊂ [m, 1], with 0 < m ≤ 1. (σ : R → R+ denotes an activation function and for a vector
z ∈ Rn, σ(z) ∈ Rn has to be interpreted entry-wise). To this aim we are led to study the
logarithmic norm of a set of products of type DA, where D is a diagonal matrix such that
diag(D) ∈ σ′(Rn).

We propose a two-level nested methodology to solve this optimization problem and extend it
to the general multilayer - and possibly time-dependent - case

ẋ(t) = σ (Ak(t) . . . σ (A1(t)x(t) + b1(t)) . . .+ bk(t)) .

To illustrate our methodology, we propose several numerical examples, including the stabilizing
performance on a one-layer neural ODE applied to the classification of the MNIST handwritten
digits dataset.
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